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Abstract  

Artificial intelligence has been one of the most extensively researched topics in recent 

decades, and its power has been proven by the victories of the AI Go player AlphaGo over 

the top human players over the world. In fact, not restricted in playing Go or chess games, 

artificial intelligence has already been applied to different fields in our societies and daily 

lives. Algorithmic trading is one of the applications which draw most attention from 

researchers. In this research, there will be attempts to perform algorithmic trading with 

mainly three artificial intelligence techniques – Recurrent Neural Networks (RNN), 

Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL). This projects aim at 

studying the factors that affect the performances of models built with the three techniques, 

and explore possible improvements to the models. 
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1. Introduction 

Artificial Intelligence has been one of the most frequently researched fields among computer 

scientists and mathematicians, and the potential of AI even surprised everyone all over the 

world after the epic Go matches between the AI player AlphaGo and the top human Go 

masters in the world. In fact, AI has been much more powerful than just playing Go or chess 

games, and AI has had much greater influences than everyone might have expected on us. 

Melody, the intelligent chatbot developed by Baidu, assists doctors in handling requests from 

patients and provide useful information and suggestions on diagnostics of patients. In the 

meantime, there are also many AI’s developed to enhance the productivity, or create alerts to 

potential risks in the workspace [1]. 

 

Among the wide variety of applications of AI, algorithmic trading is also one of the most 

intriguing, and profitable, research topics which has attracted attention from numerous 

researchers and investors. Under the ever-changing financial market, investors are interested 

in exploring for some strategies that could assist them to make the right decisions to exploit 

the maximum benefits. In fact, there has been many attempts to model the fast-paced market 

with mathematical or statistical models, and adopting machine learning or artificial 

intelligence has been a common trend to sought for the best solutions. No matter which 

method is taken, the ultimate goal of this algorithmic trading problem is to develop an 

algorithm that can learn how to trade intelligently, and then make profits.   

 

In the recent decades, many machine learning or AI techniques has been developed, both 

addressing the algorithmic trading problem or some other problems, and now people start to 

notice the potential of the promising deep learning techniques. Attempts have been made to 

adopt deep learning in predicting market trends with historical prices [2], while there are also 

attempts in relating market fluctuations with news and social events [3]. Recently, 

researchers started casting their eye-sights on reinforcement learning, which have revealed its 

great potential in learning how to play video games [4]. However, there is still not much 

study done on its application on the field of algorithmic trading. 

 

This research will tackle the algorithmic trading problem with mainly two approaches – stock 

level prediction and portfolio management. Each of the approaches will be executed with AI 

learning methods like Recurrent Neural Networks, Reinforcement Learning and Deep 
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Reinforcement Learning. Efforts will be made to develop the AI models, and the results will 

be compared. 

 

The structure of this report is organized as the followings. The section which is following 

immediately mainly reviews on studies made by other researchers on the topics related to 

artificial intelligence and algorithmic trading (Section 2). Being inspired from those studies, 

the next sections then describes the objectives of this project (Section 3) and how they will be 

carried out in this project (Section 4). Then, methodology of algorithms adopted will be 

thoroughly discussed (Section 5). Also, technical issues including the development tools 

(Section 6) and information about training data (Section 7) will be covered. After that, the 

structures and principles of the models built in this project will be explained in details 

(Section 8), as well as the experiment settings (Section 9). In this project, experiments are 

divided in the two stages which will be covered afterwards (Section 10 and 11). Finally, this 

report will be wrapped up by a brief conclusion on the insights gained from the experiments 

(Section 12). 

2. Related Studies 

Many studies have been done on the stock market, which usually seems complex to 

researchers and traders. Therefore, in order to have a better understanding to the market and 

hence develop strategies to make profit from it, researchers have been formulating the 

complex market into different models so that it will be easier for them to configure 

approaches to solve the algorithmic trading problem. The followings summarize some 

previous studies on how the problem is formalized and what algorithms are adopted. 

 

2.1. Previous Problem Formalisms 

After reviewing papers sharing the same interest, it can be observed that there are mainly 4 

kinds of approach addressing algorithmic trading problem. 

 

2.1.1. Time Series Forecasting 

Forecasting future stock price levels is one of the most common methods used for 

algorithmic trading. It is not unexpected since one can easily make wise decisions if 

the future price movements are known. A. Moghaddam, M. Moghaddam and 

Esfandyari (2016) [5] investigated the optimal number of prior working days used for 

forecasting NASDAQ index. Wanjama and Muchemi (2014) [2] developed an 
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Artificial Neural Network model and tested its ability on predicting stocks traded in 

Nairobi Stock Exchange with more than 5-years of historic data. There are more 

researches on the capability of deep learning models in stock prediction. 

 

2.1.2. Event-driven Forecasting 

Other than exploiting relationships between past and future stock prices, there are also 

researches which conjecture that the market movements are in fact reflected in news 

or social events, and they can be studied for prediction. Ding, Zhang, Liu and Duan 

(2015) [6] extracted events from news texts with Natural Language Processing (NLP) 

techniques and achieved 6% improvements comparing with simply predicting with a 

deep Convolutional Neural Network (CNN) model. 

 

2.1.3. Trading Strategy Optimization 

The approaches mentioned above aim at making profit with knowledge to future price 

levels. In the meantime, there are other attempts which emphasize more on the 

strategy of trading but less on how the prices will change. Moody and Saffell (1999) 

[7] compared effectiveness of learning such a strategy with different lengths of 

historical data, while Deng, Bao, Kong, Ren and Dai (2017) [8] attempted in learning 

such strategy with deep learning methods.  

 

2.1.4. Portfolio Management 

Not restricted to trading with a single stock, algorithms have also been developing for 

managing portfolios with multiple stocks, for example, Jin and El-Saawy [9] trained 

an improved strategy managing a simple portfolio with 2 stocks by adjusting hyper-

parameters. 

 

2.2. Learning Methods 

Different algorithms have been adopted to implement the methods mentioned above. The 

followings are 3 of the most popular algorithms which have been found common, and is also 

the algorithms being studied in this project.  

 

2.2.1. Deep Neural Networks 

Neural Networks (NNs) are commonly used deep learning methods for predicting 

future stock prices. Poulos [3] compared the performances with different number of 
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hidden layers of neurons in the deep Recurrent Neural Networks (RNN) model 

developed for predicting Dow Jones Index. Grigoryan (2015) [10] predicted on 

Nasdaq OMX Baltic stock exchange with an Artificial Neural Network (ANN) model 

given with 3 years of historical data. In the meantime, Wanjama and Muchemi (2014) 

[2] also built an ANN model with 2 layers of neurons for prediction. 

 

2.2.2. Reinforcement Learning 

Reinforcement Learning (RL) is an algorithm which is similar to “learning by 

rewards” and it is suitable for learning trading strategies. Duerson, Khan, Kovalev and 

Malik (2005) [11] compared 4 different RL models such as Q-learning model and 

Short-term discounted history reinforcement model. In the studies by Kaur [12], he 

first formulated the trading problem with Hidden Markov Model, and then learnt to 

trade with RL. 

 

2.2.3. Deep Reinforcement Learning 

Deep Reinforcement Learning describes a class of AI methods with a combination of 

NN and RL, which attempts to take advantages from both techniques to provide better 

performances. DeepMind, one of the most successful AI researching institutions, was 

the first architect to use DRL to learn playing Atari games [13, 14, 15]. Lu (2017) 

[16] combined RNN with Long-Short Term Memory (LSTM) cells and RL to 

improve the learning performance in deep neural networks to train a better trading 

strategy. 

 

There are also many other problem formulations and learning algorithms that are studied by 

researchers such as transfer learning for trading. In this project, some techniques have been 

chosen as the main focuses of study, which will be er explained in the following section. 

3. Project Objectives 

Titled as “AI Application on Algorithmic Trading”, this project researches on both AI and 

trading. The objectives of this project can be summarized as below: 

 

O1) To research and explore on AI techniques with different hypotheses 

O2) To design and build AI models for the purpose of algorithmic trading 

O3) To test performances of AI models  
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O4) To study factors affecting the performances and ways to improve 

O5) If possible, build a profitable model 

 

Section 2 presented some results from researches on different algorithmic trading and AI 

techniques (O1). In the next section, it will discuss the outline of how the objectives will be 

achieved throughout the entire project. 

4. Project Outline 

 

Being inspired by the studies of previous researches, 3 models have been built in this project, 

which used 3 algorithms (See Section 2.2) that adopted 2 approaches (See Sections 2.1.1 and 

2.1.4): 1) Stock level prediction with RNN; 2) Portfolio Management with RL; 3) Portfolio 

Management with DRL.  

 

It is expected to complete each of the models, and the performances will then be compared to 

find out the reasons behind which contribute to the corresponding performances. With the 

reason known, modifications could be made to the models built for enhancement. 

 

In the coming section, the principles of the 3 suggested models will be explained. 

5. Methodology 

This section discusses the principles of models developed to tackle the algorithmic trading 

problem in this project. It first discusses how the problem will be formalized and the 

approaches used to manage the problem. Then, algorithms used to develop the models 

adopting the formalisms will be explained briefly. 

 

5.1. Problem Formalisms 

As mentioned in Section 3, this project will give attempts to tackle the algorithmic trading 

problem with 2 different approaches – 1) Stock level prediction, and 2) Portfolio 

Management. The following sections describe how are these approaches being carried out in 

this project. 

5.1.1. Stock Level Prediction 

 In this project, it is considered to be an advantage for traders if they have information 

about the future stock levels. If precise predictions can be achieved at the end of the 

project, the difficulty of trading in stock market is expected to reduce much. Within 
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this project, stock price prediction is achieved by time series forecasting, which takes 

the historical stock prices as a time series. Then, the algorithms to be adopted should 

try to seek for a curve or a function which will be a best-fit for all the data entry in the 

training data set, and then make use of this curve or function and try to predict the 

actual price levels in the future. Reasonable actions will then be taken according to 

predictions given. 

 

5.1.2. Portfolio Management 

While stock level prediction focuses on the exchange of a single stock, portfolio 

management enables traders to handle more than one stock at a time. With this 

approach, situations more realistic and close to real-life trading can be simulated, 

which include also expenses like transaction costs, or management of risks between 

assets. Models that are capable to balance all these factors well would be more 

applicable to trading in real markets.  

 

5.2. Learning Algorithms 

The two approaches aforementioned are the general solutions to the problem which need 

some detailed algorithms to achieve the goals. Among the various variety of algorithms 

studied in Section 2, three are selected for further studies: 1) Recurrent Neural Network 

(RNN); 2) Reinforcement Learning (RL), and 3) Deep Reinforcement Learning (DRL). The 

principles are going to be explained in following sections. 

 

5.2.1. Recurrent Neural Network (RNN) 

The idea of the construction of neural networks originates from human thinking and 

neural networks are mimicking the massive network of neurons in human brain, 

where each neuron acts as a processing unit which intakes some input signals and 

generate outputs accordingly.  

 

In a mathematical formalism, in a neural network a neuron of n input parameters can 

be expressed as a function: 

ℎ",$(𝑥) = 	𝑓(𝑊,𝑥 + 𝑏) = 𝑓(/ (𝑊0𝑥0 + 𝑏0)
1

023
) (1) 

with: 𝑥 as a vector of 𝑛 inputs,  𝑊 as weight vector of length 𝑛, 𝑏 the bias term, and 

activation function 𝑓. 
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Fig.1 Graphical representation of neuron – the simplest possible neural network [17]. 

 

Activation function 𝑓 here decides whether the neuron will be “activated” or not – 

whether or how the value would be utilized later, according to the input received [8].  

Some of the common choices for activation function	𝑓 are given as:  

§ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑧) = 3
(3<=>?(@A))

 

§ tanh(𝑧) = 	 F
G@FHG

FG<FHG
 

§ 𝑅𝑒𝐿𝑈:	max	(0, 𝑧) 
Then, numerous of such neurons are connected together as a neural network, taking 

outputs from some neurons as the input as one another.

 
Fig.2 A simple neural network with 1 hidden layer  

(L1: Input layer,  L2: hidden layer, L3: Output layer) [17]. 
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Fig.3 Construction of a deep neural network, in which layers of neurons are connected 

to each other to form a network. 

 

One can observed the sequential structure in a deep neural network shown in Fig.3, 

where the output of one neuron is fed to the next neuron as the input. A neural 

network is “deep” if a number of layers of neurons are used to construct the network. 

In fact, by feeding the output of a neuron as the input signal to itself will give a 

recurrent neural network. There are two ways to represent the structure of RNN 

graphically – either in recursive form or in unfolded form (See Fig.4), where there is 

no different between the two, only different perspectives to view the network formed. 

 
Fig.4 Left: Recursive (left) and unfolded (right) representations of RNN [18]. 
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In Fig.4, the unfolded representation gives a more detailed picture so that the states at 

each moment is displayed, with 𝑥Q be the input at time 𝑡; 𝑠Q be the hidden state at time 

𝑡; and 𝑜Q be the output at time 𝑡. 𝑊 is the weight to be trained in the network.   

 

RNN is considered to be specialized for sequential data, since the important 

“parameter sharing” property allows RNN to share parameters across different time 

index in the network, so during the training process unseen sequences can be 

generalized and be expected at any time [19]. This is important especially when a 

specific pattern can occur at anywhere in the entire time series [19] like stocks prices 

that are not periodic and which are not rare in the market. 

  

Generally, the training process using RNN consists of 4 main steps [18]:  

1) Initialization of values for neurons at the beginning. Other than taking 0 or random 

values, Xavier Initialization is also one of the common choices which take random 

values from [− 3
√1
, 3
√1
], where 𝑛 is the number of connections from previous layer 

2) Forward propagation with values of hidden states and outputs are evaluated as time 

proceeds: 

§ ℎ𝑖𝑑𝑑𝑒𝑛	𝑠𝑡𝑎𝑡𝑒𝑠:			𝑠Q = 𝑓(𝑈𝑥Q + 𝑊𝑠Q@3) 
§ 𝑜𝑢𝑡𝑝𝑢𝑡𝑠:															𝑜Q = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠Q) 

3) Loss calculation. 
4) Back propagation with stochastic gradient descent 
 

5.2.2. Reinforcement Learning (RL) 

RL aims at learning strategies that can be used in stochastic and possible unknown 

environment [20]. Usually the stock market is considered as a black box, where the 

mechanisms behind or how the stock changes are unknown to the trader. RL attempts 

to learn the strategy by “Trial and Error” – keep making actions and adjust the 

strategies based on the rewards received from the environment so that 1) long-run 

rewards can be maximized, and 2) immediate and future rewards can be balanced 

[20].  

 
Fig.5 A simple agent-environment structure for RL. 
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Usually, the problem is modeled by Markov Decision Processes (MDP) [20], which 

could be represented by tuple of < 𝑆, 𝐴, 𝑃, 𝑅, 𝛾 >, where 

§ 𝑆:𝑚𝑒𝑎𝑠𝑢𝑟𝑎𝑏𝑙𝑒	𝑠𝑡𝑎𝑡𝑒	𝑠𝑝𝑎𝑐𝑒 
§ 𝐴:𝑚𝑒𝑎𝑢𝑟𝑒𝑎𝑏𝑙𝑒	𝑎𝑐𝑡𝑖𝑜𝑛	𝑠𝑝𝑎𝑐𝑒 
§ 𝑃: 𝑆 × 𝐴 × 𝑆 ⟶ ℝ ∶ 𝑀𝑎𝑟𝑘𝑜𝑣	𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛	𝑘𝑒𝑟𝑛𝑒𝑙 
§ 𝑅: 𝑆 × 𝐴 ⟶ ℝ ∶ 𝑟𝑒𝑤𝑎𝑟𝑑	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛	 
§ 0 < 	𝛾 < 1: 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡	𝑓𝑎𝑐𝑡𝑜𝑟 

 
It is notable that 𝑅(𝑠, 𝑎) is the desired reward function which gives the expected 

rewards that will be returned if action 𝑎 is taken in state 𝑠. With this reward function, 

strategies can be determined accordingly. 

 

Q-Learning is one of the RL methods that does not require any model structure, or 

called “model-free”) [21]. This will be advantageous especially when the stock 

market is too complex to be understood and modeled. Q-Learning optimize the 

expected future rewards with the following assignment [21]: 

𝑄(𝑠Q, 𝑎Q) ← 𝑄(𝑠Q, 𝑎Q) + 	h[𝑟(𝑠Q, 𝑎Q) + 𝛾maxn 𝑄(𝑠Q<3, 𝑎) − 	𝑄(𝑠Q, 𝑎Q)] (2) 

where 

• 𝑠Q, 𝑎Q: 𝑠𝑡𝑎𝑡𝑒, 𝑎𝑐𝑡𝑖𝑜𝑛	𝑝𝑎𝑖𝑟	𝑎𝑡	𝑡𝑖𝑚𝑒	𝑡 
• 𝑟(𝑠Q, 𝑎Q): 𝑟𝑒𝑤𝑎𝑟𝑑	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
• h: 𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛	𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 
• 𝛾: 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡	𝑓𝑎𝑐𝑡𝑜𝑟 

 

Meanwhile, Q-Learning update the “Q values” 𝑄(𝑠Q, 𝑎Q) through time with the 

following algorithm: 

§ Initialize 𝑄(𝑠, 𝑎) 
§ Repeat: 

• Initialize 𝑠Q 
• Repeat: 

o Choose action 𝑎Q (e.g. using 𝜀-greedy algorithm) 
o Observe reward 𝑟, new state 𝑠Q<3 
o 𝑄(𝑠Q, 𝑎Q) ← 𝑄(𝑠Q, 𝑎Q) + 	h[𝑟(𝑠Q, 𝑎Q) +

𝛾max
n
𝑄(𝑠Q<3, 𝑎) − 	𝑄(𝑠Q, 𝑎Q)] 

o 𝑠Q ← 𝑠Q<3 
• end if 𝑠Q	is terminal 

Algo. 1 Algorithm of Q Learning. 

 

Here, table 𝑄 stores all the rewards for the entire state space defined by states 𝑠, and 

action 𝑎 represents the transitions from one state to another state. As the learning 

process keeps going on, the values in table 𝑄 will also keep updating until the final 
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state is achieved. When the value	𝑄(𝑠Q, 𝑎Q) is going to be updated, the original value 

is adjusted by a learned value which is scaled by the exploration probability h. Inside 

the learned value, it includes: 1) the rewards at state 𝑠; 2) the optimal future reward 

max
q

𝑄(𝑠Q<3, 𝑎)  scaled by a discount factor 𝛾; 3) reducing the original value once to 

get the net change. 

 
5.2.3. Deep Reinforcement Learning (DRL) 

Being one of the industry leading research team in the field of machine learning, 

DeepMind, the team created AlphaGo which is well-known as a super-human Go 

player, was the first to adopt deep NNs and RL in the same model [13,14,15]. DRL 

was considered as a breakthrough in the field of RL because DeepMind’s DRL model 

was not only dedicated for playing Atari games but in fact was a general-purposed 

agent [14]. The model created is called Double Deep Q Network (DDQN) [13]. 

 

Before proceeding on explaining how does the state-of-the-art DDQN work, it may be 

better to take a glimpse of Deep Q Network (DQN) first. As suggested in the name, 

DQN also adopted the principle of Q Learning discussed above (See Section 5.2.2). Q 

Learning maintains Q values for each possible state in Q table, and the best action is 

determined by action associated with the best Q value. Similarly, DQN also learns 

how to evaluate Q values to choose the best action that produce maximized profit, not 

using a Q table but a Q network constructed by deep NN.  

 
Fig. 6 Policy network constructed with CNN [16]. 
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Fig. 6 illustrated the CNN constructed by DeepMind for predicting Q values to 

determine the best actions in Atari games [15]. When the agent is requested for 

action, the agent takes the current state (e.g. screen pixels) as the input of CNN. 

The CNN then compute Q values and suggests the best action to be taken. The 

learning procedures continues like the ordinary Q learning (See Section 5.2), but 

DDQN takes a step further by not only taking one but two DQNs – Online DQN and 

Target DQN, which is also the reason of being named as Double DQN. Meanwhile, 

DeepMind also introduced the Memory Replay technique [15]. Before explaining the 

two innovative techniques, first consider the algorithm of DDQN which is given as 

the followings: 

§ Construct Online DQN and Target DQN 
§ Repeat: 

• Observe states 𝑠Q 
• Choose action 𝑎Q with Online DQN 
• Take action 𝑎Q and calculate rewards	𝑟Q 
• Observe next states 𝑠Q<3 
• Memorize experience (𝑠Q, 𝑎Q, 𝑟Q, 𝑠Q<3) 
• If training not yet started (1): 

o Continue to next iteration 
• Periodically do the training (2): 

o Sample batches of past experience (𝑠Q, 𝑎Q, 𝑟Q, 𝑠Q<3) 
o Calculate next max Q values 𝑞Q<3 with Target DQN 
o Use 𝑦 ← 𝑟Q + 	𝛾𝑞Q<3 as output labels for training 

Online DQN 
• Periodically do (3): 

o Copy Online DQN to Target DQN 
Algo. 2 Algorithm of training with DDQN. 

 

Fundamental Q Learning Algorithms update Q Tables/DQN examining rewards after 

every steps taken. However, this might make the network unstable since it might lead 

to divergence, cycles or loops of feedbacks [22]. DeepMind then devised DDQN to 

stabilizes reinforcement signals and stochastic gradient descent [15]. From the above 

algorithm (Algo. 2), given the states, actions are determined by Online DQN and 

rewards are evaluated afterwards. One can observe that the training process (2) is not 

performed for every step, but only once per period of training. Meanwhile, Target 

DQN is also updated once per period of copying (3).  

 

Memory Replay is also one of the key technique adopted by DeepMind. According to 

Algo. 2 (1), the training process is not started from the very beginning. It is because in 
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some applications the first steps are comparatively less important than the subsequent 

steps [22], and one should ensure that there are enough experiences for sampling. 

Meanwhile, for each training period in (2), a batch of experiences is sampled from all 

experiences memorized, or from a queue of experiences with limited size. This helps 

DQN to learn from both past and recent experiences, and hence to learn to a various 

of situations [23].   

6. Development Tools 

This section mainly introduces the tools utilized, i.e. the programming language used and 

libraries included, during the development of the deep learning models introduced in previous 

sections (See Section 3,4). 

 

6.1. Python 

Python was chosen as the developing programming language of the deep learning models 

(RNN, RL) in this pro ject. For the implementations of deep learning models discussed in the 

methodology section, a vast amount of arithmetic calculations with matrices is essential and 

inevitable. In the meantime, there are sufficiently many libraries built for Python that support 

fast and easy matrix calculations, and more importantly, deep learning computations. The 

libraries adopted in this project will be discussed in the following sub-sections. 

 

6.2. TensorFlow 

TensorFlow is an open-source library which is designed for building machine learning 

models, especially deep learning models. TensorFlow achieves high-speed deep learning 

computations by introducing the concept of “tensors” and “computational graphs” [9]. The 

models of RNN and RL are mostly built with TensorFlow.  

 

Enabled by TensorFlow, one can visualize the models built with TensorFlow using 

TensorBoard. In the following sections, all figures demonstrating structure of models built 

are generated by TensorBoard.  

 

7. Training Data Sets 

This section introduces the stock market indices chosen for testing the completed models. 
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7.1. Stock Market Data 

The exchange rates of CAD to HKD (CADHKD, See Fig.7), and Nasdaq Composite Index 

(NASDAQ) (See Fig.10) have been chosen as the targets for prediction. NASDAQ has been 

considered as one of the most common indices in US, and long periods of historical data are 

available (usually more than 20 years), which is the same for the exchange rates of 

CADHKD. Meanwhile, these two series are selected because they share different ranges and 

magnitudes of rates, and the series also experiences different characteristics as shown in 

Table 1. Therefore the models can be tested under different situation. 

  
Fig.7 Historical trend of CADHKD (left), NASDAQ (right). 

 

Stock CADHKD NASDAQ 

Period 

(Trading days) 

1990-01-02 to 2018-03-26 

(8786 days) 

1971-02-05 to 2018-03-26 

(11890 days) 

Mean 6.3852 1945.9950 

Mean Daily 

Fluctuation 

0.01863 14.1044 

Max.  8.4790 7588.3198 

Min. 4.8243 54.8699 

Variance 0.7877 2518346.4547 

Std. dev. 0.8875 1586.9298 

Max. Profit 1431.00 3097.67 

Min. Profit -1154.13 -1199.00 

Profit Range 2858.13 4296.67 

Table 1 Statistics of stock price series used. 

 

Table 1 reveals that the two stocks are having price levels in two completely different ranges. 

Therefore, performances of models under different ranges can be compared. Other than the 
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difference in their magnitudes of price levels, the two data sets also represent different trends. 

One can observe that CADHKD is more turbulent with ups and downs all over the time. On 

the other hand, NASDAQ mainly reveals a uptrend with one small peak near the middle of 

the entire set. In other words, learning with CADHKD may visits more similar patterns, while 

learning with NASDAQ may lead to a lack of evidences. Therefore, different characteristics 

of training sets may also differentiate the performances of models. 

 

7.2. Training, Testing Data Sets 

Table 1 only shows statistics about the entire data set. In the testing conducted later in this 

project, training and testing set of different lengths extracted from the two data sets were 

used. For example, in the experiments which will be discussed in Section 10.1, the lengths of 

training data increases with intervals of 3 years. The statistics of training data with different 

ranges is given as follows: 

 
Fig. 8 Train data statistics of different lengths (Left: CADHKD, Right: NASDAQ). 

 

Fig. 8 displays statistics of training data with different lengths by bars of different colors. 

Bars on the left represents data with longer lengths with bars on the right refers to shorter 

data lengths. There are some common features among the two data sets, for example, 

variances (green) and standard deviation (yellow) grows with data length. On the other hand, 

their means (red) are showing different patters, where CADHKD have similar means for 

different data ranges, while means of NASDAQ drops when data length grows. This is 

related to the characteristics of the data sets described in Section 7.1. Subsequent experiments 

and analyses are expected to investigate on the relation between these characteristics and the 

model performances. 
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7.3. Test Cases 

Other than testing against different lengths of training data, stock trends showing special 

patterns are selected in order to test whether the models perform well under these situations. 

In total, 6 cases were designed: 

   
                  (a) Case 1 – Similar range                          (b) Case 2 – Similar range                           

  
     (c) Case 3 - Up to down                             (d) Case 4 – Down to up                               

  
                         (e) Case 5 – Up to up                        (f) Case 6 – Down to down 

Fig. 9 Trends of 6 test cases (Blue: train data, Orange: test data). 
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Case 1 2 3 4 5 6 

Train len 

(days) 

1380/140 2940/230 2527/150 1814/142 1947/180 1640/180 

Max 8.26/7.56 8.47/7.29 8.47/7.61 8.26/6.19 7.06/7.37 8.26/6.02 

Min 7.00/7.32 5.29/6.90 4.82/5.98 5.36/5.46 4.82/6.58 5.93/5.36 

Mean 7.67/7.46 7.36/7.09 6.26/6.81 7.22/5.88 5.90/6.88 7.38/5.78 

Var 0.054/0.004 0.24/0.007 0.83/0.27 0.50/0.033 0.47/0.07 0.30/0.02 

SD 0.233/0.062 0.49/0.08 0.91/0.52 0.78/0.18 0.69/0.26 0.54/0.16 

Mean 

daily diff. 

0.025/0.014 0.024/0.013 0.019/0.042 0.019/0.024 0.017/0.016 0.019/0.017 

Max. Prof +1465.36 +2580.68 +4712.63 +4075.50 +2951.42 +2650.08 

Table 2. Statistics of test case data (shown in: train/test).  

 

The test cases are designed to capture the following situations: 

• Case 1,2: Future prices fluctuates within range of train data. 

• Case 3: Train data with uptrend stops at global max and test data starts to drop. 

• Case 4: Train data shows a uptrend and test data continues to rise. 

• Case 5: Train data with downtrend stops at global min and test data starts to rise. 

• Case 6: Train data shows a downtrend and test data continues to drop. 

The maximum profits for each cases are given in Table 2 as a reference for comparing 

performances of models. 

8. AI Models 

Section 4 outlined this project with three models: RNN, RL and DRL. This section presents 

the structures of all the models built for studies. 

 
8.1. Recurrent Neural Networks (RNNs) 

8.1.1. Base Model – Single-layered RNN (SRNN) 

The first model built with RNN is a simple model with one layer of RNN cells, with 

the structure illustrated by Fig. 10. 
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Fig. 10 Structure of single-layered RNN model. 

 

Fig. 10 gives the outline of the SRNN model. The model is mainly composed by one 

layer of RNN cells (“basic_rnn_cell”), where the number of hidden units can be 

specified later. The RNN layer (“RNN_Layer”) uses the hidden cells and calculates 

the outputs, which is also a sequence of price levels but shifted by one trading day and 

this is the prediction desired. Therefore, there is a layer (“Output_Reshape”) to 

reshape the output and extract the predicted price. The loss is then evaluated by the 

difference between predicted and actual price levels. Accuracy is improved by 

adjusting weights used in RNN cells through iterations. 

 

8.1.2. Modification 1 – Multi-layered RNN (MRNN) 

After constructing the SRNN, it is intuitive to devise a modification which is multi-

layered RNN, where the structure is demonstrated with Fig. 11. One can observe that 

the structure is in fact comparable with SRNN (See Fig. 10). The only difference is 

that MRNN adopts a MultiRNNCell defined by TensorFlow, which is constructed 

with a list of BasicRNNCell. For illustration purpose, Fig. 11 shows a MRNN model 

with 2 layers only (“multi_rnn_cell”), but the number of layers are subject to change 

during construction of the model.  
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Fig. 11 Structure of multi-layered RNN model. 

 

8.1.3. Modification 2 – Convolutional Output Layer 

For both SRNN and MRNN, the predictions are given by the last entry of outputs of 

the RNN layer, with all other entries simply ignored. It is conjectured that accuracy of 

prediction may be improved by using predictions that considered other outputs also. 

Therefore, a layer of Convolutional Neural Network (CNN) is attached as the output 

layer of MRNN (where SRNN is equivalent to MRNN with one layer), in order to 

capture some useful patterns to improve predictions.   

 

             
Fig. 12 Structure of MRNN model with Convolutional output layer. 

(Left: Overall structure; Right: Details of MultiRNNCell) 
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Fig. 12 shows a MRNN model with three hidden layers. Note that after the RNN 

output layer (“RNN_Outputs”), it is followed by a convolutional layer 

(“Convolutional”) to process the outputs. Finally, outputs from the convolutional 

layer are further processed by a fully-connected layer (“Fully_Connected”) compute a 

single-valued prediction, which is used for computing accuracy.  

 
8.2. Reinforcement Learning (RL) 

8.2.1. Base Model – Q Learning 

The base model simply adopts algorithm described by Algo. 1 in Section 5.2.2, which 

can also be described with the following figure: 

 
Fig. 13 Flow chart showing process of RL base model. 

 

Q learning gives the foundation of all RL-related learning models in this project. The 

main difference between models in Section 8.2 is the states adopted, which also 

defined the structure of Q tables. Therefore, many of the modifications made to RL 

were based on defining states through different ways. 

 

8.2.2. Modification 1 – States 

Q learning relies much on the definition of Q table, which is involved in determining 

the best action under different situations. Since the situations are described by states, 

the definition of states would probably have influences on the performance of QL. In 

this project, models have been built using the following definitions of states: 

• Price-related: 

o e.g. Price-levels, Moving Averages (MA), … 

• Trend-related: 

o e.g. Change of prices/MA 

• Others: 
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o e.g. Stock indicators (RSI/CCI/MACD) 

It is conjectured that with different information provided by the three states 

definitions, QL will give different performances, which will be discussed in Sections 

related to experiment results. 

 

8.2.3. Modification 2 – Exploration Algorithms 

Given with some well-defined states, in order to harness full potential given by the 

states, there has to be enough exploration on different states, or else the QL model 

will easily face some unexperienced situations which make it hard to make good 

responses. Therefore, models adopting different exploration algorithms have been 

built to test how the performances change with different degree of exploration. The 

algorithms used are namely: 

• Exploration by random actions. 
• Exploration by Epsilon-greedy Algorithm. 

 

By exploring with random actions, each time when the RL model needs to choose an 

action in learning phase, it chooses by random so that states associated with each 

action will share equal probability to be visited. Note that Q table is not involved in 

choosing this action.  

Meanwhile, by exploring with Epsilon-greedy Algorithm, the RL model chooses the 

best action observed so far with a probability of e, and a random action with 

probability of 1-e. The best action here is then determined by the Q table which is 

continuously updating. By keep exploiting the states with best actions, it is expected 

to refine the learning results of states will probably be considered more often in 

practice.  

 
8.3. Deep Reinforcement Learning (DRL) 

8.3.1. Model 1 – Deep Q Network (DQN) 

For the RL models discussed in Section 8.2, all states are represented by Q tables, 

defined by states and actions. For the next model, Q table is replaced by a deep NN 

(called DQN), which takes the states as input and gives an action in return. Similar to 

Q tables, DQN can be considered to be representing a policy, and the aim of this 

model is to learn the best policy to give best actions in response.  
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Fig. 14 Structure of DQN. 

  
Fig 14 shows the structure of DQN built for this project. The DQN layer (“DQN”) 

takes the states given by the environment (See Section 8.2.2) as inputs. The DQN 

layer in this project is constructed with a dense layer (with tf.layers.dense() defined by 

TensorFlow). DQN is kept simple considering that stock trends (Up/Down) or 

indicators define states spaces with limited dimensions. In the output layer 

(“DQN_Output”), the Q values associated to each possible action are evaluated, and 

the fitness of such Q values is then refined by gradient descent algorithms, where the 

gradients of each action (Sell/Hold/Buy) are calculated separately (in 

“Gradient_Variables”), so the corresponding Q values are also refined separately. 

 

8.3.2.  Model 2 – Double Deep Q Network (DDQN) 

The model of DDQN discussed in Section 5.2.3 was attempted to modify for 

algorithmic trading, which also adopted the use of memory replay and the use of 

Online and Target DQN. Fig. 15 describes the structure of the DDQN model, in 

which one can observe the learning procedures in the figure. While in the stage of 

obtaining experiences, input states are fed to Online DQN (“Online_DQN”). 

Meanwhile, given input states in the learning phase, next Q values are determined by 

Target DQN (“Target_DQN”). Besides, Online DQN is periodically being copied to 

Target DQN (“Copy_DQN”).  
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Fig. 15 Structure of DDQN model. 

 

The paragraphs above give the designs of models built for this project. Hyper-parameters 

used for each models were subject to change and they will be discussed in coming sections. 

9. Experiment Settings 

In order to test the performances of the models constructed, experiments have been 

conducted and this section describes the procedures and details of them.  

 

9.1. General Procedure 

Most of the experiments follows the procedures given below: 

1) Determine length of training data and extract data accordingly. 

2) Determine values of hyper-parameters and build model accordingly. 

3) Train model with prepared training data. 

4) Test model with test data. 

5) Continue to next data sets/values. 

By testing the models on different lengths of training data and values of hyper-parameters, it 

is expected to find out some factors affecting the performances of models. Therefore, one 

might be able to determine the “best” or at least “good” hyper-parameters that are likely to 

produce good results. The analyses are going to be discussed in Section 10. 

 

9.2. Experiment by Cases 

Given with the information of “good” or “best” hyper-parameters, some models of the 

specified hyper-parameters have been built. These models were tested against some pre-
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defined scenarios, which are designed by selecting price levels from certain parts of the entire 

data set (See Section 7.3). The procedures are given as: 

1) Design scenarios from entire data set. 

2) Construct models with “best” hyper-parameters. 

3) Testing of models on scenarios.  

Since the scenarios are designed to cover some common situations of trading in real-life, 

these experiments are designed to determine whether the models could be used in practice, or 

when the models should be used. The results will be discussed in Section 11. 

 

9.3. Performance Metrics 

The following metrics were used to evaluate the performance of models: 

(a) Mean Absolute Error (MAE):  

It is measured by the absolute difference between values by prediction and actual 

data. This would measure how the predictions are variating from the actual values. 

 

(b) Root Mean Squared Error (RMSE): 

It is measured by the mean of squared errors, but taking root at last. While errors by 

every predicted values are equally influential to MAE, in RMSE large errors are 

weight more heavily since all errors are squared. Hence, it has more implications to 

the existence of large errors by the predictions.  

(c) Predicted Profit:  

A series of predictions gives a series of suggested actions. By making actions 

corresponding to the suggestion actions, one can simulate the process of investment. 

The returns after simulation is taken as the predicted profit. In the following 

experiments, the test data is the price levels in the latest 100 trading days, and the 

predicted profit is the return after simulation of 100 days. 

 

(d) Empty Q Values: 

Some of the RL models built involved the use of Q table, which stores Q values 

which are related to the likelihood of actions to be chosen under different situations. 

Therefore, if during the training stage some states are not visited and the Q values are 

just kept at their initial values, the no information can be read from the Q values and 

hence the decision may be misleading. There, a fewer number of unaltered Q values 



 34 

shows a higher degree of exploration, which makes the models prepared for more 

situations. 

 

It is noted that (a) MAE and (b) RMSE were only used for measuring accuracy of 

predictions. It is difficult to apply (a) and (b) for RL since RL gives a policy (e.g. Q Table) in 

return which accuracy is ambiguous in this situation. Similarly, (d) is only used with models 

using Q tables. Meanwhile, (c) Predicted Profit is used for all models. Moreover, in order to 

analyse the correlations between the performance and a specific hyper-parameter, 

aggregations like mean, median and standard deviation (SD) will be used. 

10. Experiment Results – Overall Tests 

The models built are first put under a general test as described in Section 9.1. The models 

will be test against different data lengths and values of hyper-parameters in order to examine 

how are the performances of the models being affected. Section 10.1 gives the performances 

of models of RNN, Section 10.2 discusses performances of RL models, and Section 10.3 

focuses on models of DQN. Section 10.4 gives a summary on the analyses. 

 

10.1. RNN Models 

In this project, models built with RNN mainly performs time-series prediction that the RNN 

model read the previous price levels and predicts the price on the next trading day. The action 

to buy or sell is then based on the prediction. The higher the accuracy of prediction, the more 

profits to be earned. In this project, three models with RNN were designed, and the 

experiments results on the models will be presented in following sections. At the end of this 

section, there will be a summary that compares the performances of the models.  

  

10.1.1. Stock Price Level Prediction with SRNN 

The SRNN model with only one hidden layer is the simplest RNN model built project. 

It will be used as a baseline to compare with other RNN models. 

 

10.1.1.1. Test Cases Information 

SRNN model was tested with two sets of training data: CADHKD and NASDAQ. 

The followings show the domains of hyper-parameters used: 

• Training data size (in years, approx.)  

o CADHKD: { 1, 4, 7, 10, 13, 16, 19, 22, 25, 28 } 
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o NASDAQ: {1, 4, 7, 10, …, 40, 43, 46} 

• Sequence length = { 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 } 

• Number of hidden units = { 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 } 

 

10.1.1.2. Overall Performance 

The overall performance of SRNN model is visualized with some 3D scatter plots in 

Fig. 16(a), (b). Every scatter point in the above plots are colored in different shades. 

Darker colors represent higher values of the performance metrics while lighter colors 

show the converse (refer to the color bars). For each metric, there are 2 3D scatter 

plots (which are in same color) which are basically identical, but only differ from the 

viewing angle to the 3D plots, which forester understanding to the high-dimensional 

plots. 

 
(i) MAE on CADHKD 

 
(ii) RMSE on CADHKD 
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(iii) Predicted Profit on CADHKD 

Fig.16(a) 3D scatter plots on SRNN model performances on CADHKD 

 
(i) MAE on NASDAQ 

 
(ii) RMSE on NASDAQ 

  
(iii) Predicted Profit on NASDAQ 

Fig. 16(b) 3D scatter plots on SRNN model performances on NASDAQ 
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The plots above in Fig. 16 (mainly (iii)) give a brief picture to the performance of the 

model – better performances ((i),(ii): lighter colors; (iii): darker colors) with a larger 

size of training data and more hidden units in the hidden layer. On the other hand, 

performances are comparatively better for shorter sequence lengths, with longer 

sequence lengths give more darker dots (more obvious in (i), (ii)). This observation 

will be examined separately in the coming sections.  

 

10.1.1.3. Number of Hidden Units 

Fig. 17 groups the profits made by SRNN model by the number of hidden units, and 

aggregates profits in the same group by taking mean, median, etc.. The table on the 

left shows the profits made on CADHKD. One can observe the trend that the mean 

and median profits, as well as the min profit, increase with the number of hidden 

units. Moreover, the same trend seems to be observable also in the table of NASDAQ 

on the right. Therefore, the two table show that increasing the number of hidden units 

can help to improve the performance of SRNN model.   

 
Fig. 17 Predicted profits by SRNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by number of hidden cells. 

 

10.1.1.4. Number of Training Data Length 

Fig. 18 aggregates profits by grouping lengths of training data. From the table of 

CADHKD on the left, it seems that SRNN does not perform well with 7-13 years of 

data. Also, the performance with 1-4 years of training data is comparatively better 

than that with more than 16 years. Even though, one should note that SRNN gives 

positive profits for most of the time.  
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Fig. 18 Predicted profits by SRNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by lengths of training data. 

 

However, the performances on NASDAQ is rather stable over years. Yet, considering 

the max possible profit to obtain is 4296 (See Table 1 in Section 7), SRNN could be 

considered as well-performed by obtaining mean profits around 2500. 

 

10.1.1.5. Sequence Length 

Each input to the RNN model is in the shape of a sequence, which is a sequence of n 

previous price levels. By taking inputs with different sequence lengths, the model is 

expected to learn patterns of different lengths, which may affect the performance of 

prediction. However, according to the heat maps in Section 10.1.1.2, the effect of 

change sequence length is not obvious. Fig. 19 also agrees with the observation from 

the heat maps. The table on the left shows that the mean or max profits on CADHKD 

are change variating too much with different sequence lengths. However, the min 

profits are decreasing with larger sequence lengths, which shows that the performance 

could go worse with larger window.  

 
Fig. 19 Predicted profits by SRNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by sequence length. 
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10.1.1.6. Discussion 

Section 10.1.1.4 suggested that SRNN has worse performance with 7-13 years of 

historical data. It is suspected to be related to the trend of training data used. Fig. 20 

shows the entire historical data of CADHKD. The red section marks the prices within 

the period of 7-13 years of training data, while the yellow section marks the test data. 

The remaining blue sections are the rest of the training data. It can be observed that 

both of the blue and yellow sections are showing an uptrend in mainstream. However, 

different from that, the red section shows a downtrend. The difference here may be 

the reason that hinder the learning of SRNN model. With similar reason, the good 

performance of SRNN on NASDAQ may be due to its uptrend across the entire data.  

 

To sum up, for SRNN model, more hidden units are required for better performances 

in general (Section 10.1.1.3), but sequence length is comparatively less influential 

here (Section 10.1.1.5). Moreover, the performance is also affected by the training 

data (Section 10.1.1.4). Even though differences of features in train and test data are 

obstacles to the performance, SRNN was still able to give positive profits most of the 

time.  

 
Fig. 20 Training data of CADHKD partitioned by up-/down-trends. 

 

10.1.2. Stock Price Level Prediction with MRNN 

MRNN attempts to improve the performance of SRNN by adding more hidden layers. 

Except the experiments of number of hidden layers, the experiments on MRNN are 

similar to that on SRNN which will be discussed in this section. 

 

10.1.2.1. Test Cases Information 

Information about the test cases on MRNN model are given as follows: 

• Train data size (in years, approx.)  
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o CADHKD, NASDAQ: 10 years 

• Test data size: 100 days  

• Sequence length = 20 

• Number of hidden units = {10, 20, …, 100} 

• Number of hidden layers = {2, 4, 6, 8, 10} 

 

10.1.2.2. Overall Performance 

Analyses of MRNN model begins by visualizing performances with 3D bar charts.  

 
               (i) MAE on CADHKD                           (ii) RMSE on CADHKD 

 
(iii) Predicted Profit on CADHKD 

Fig. 21(a)  3D bar chars on MRNN model performances on CADHKD 

 
                   (i) MAE on NASDAQ                       (ii) RMSE on NASDAQ 
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(iii) Predicted Profit on NASDAQ     

Fig. 21(b)  3D bar chars on MRNN model performances on NASDAQ 

 

Considering the measurements of MAE (i) and RMSE (ii) shown in Fig. 21 (a) and 

(b), MRNN gives smaller error on both CADHKD and NASDAQ with fewer number 

of hidden units and number of hidden layers. The large errors on the contrary might 

give a sign to overfitting.  

 

However, the predicted profits made by MRNN on the two stocks do not match with 

each other. For CADHKD, it follows that more profits made with less error with few 

number of layers. On the other hand, for NASDAQ, the variation of profits becomes 

larger, and it seems the only trend is that more profits are made with more hidden 

layers and units, unlike that in CADHKD.   

 

10.1.2.3. Number of Hidden Units 

In order to examine the effects induced by the number of hidden units, the 

performance metrics are now aggregated by taking means of values with same 

number of hidden units: 

  
Fig. 22 Predicted profits by MRNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by number of hidden cells. 



 42 

 

From the table of NASDAQ on the right of Fig. 22, it can easily be observed, e.g. 

from increaseing median and mean profits, that the performance improves with a 

larger number of hidden units. However, the performances on CADHKD on the left 

of Fig. 22 is more fluctuating with different numbers of units. With more hidden 

units, even MRNN model give the highest max profits, at the same time it gives the 

lowests min profits.  

 

 

10.1.2.4. Number of Hidden Layers 

  
Fig. 23 Predicted profits by MRNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by number of hidden layers. 

  

Table of the left in Fig. 23 shows that influence of changing the number of hidden 

layers is not obvious on CADHKD, similar to the effects of changing the number of 

hidden units (See Section 10.1.2.3). Although the max profits is highest with just 2 

layers, the max profits decrease with more layers and the min profits increase at the 

same time. 

  

Meanwhile, it is clear for NASDAQ that better performances with more hidden 

layers, by observing from the increasing mean and median profits.  

 

10.1.2.5. Discussion 

Section 10.1.2 attempts to explore how does the structure of MRNN affects its 

performances. Although it is clear that more profits can be made on NASDAQ with 

more hidden layers and units, this effect is not obvious on CADHKD. For example, 

increasing more hidden layers do improved the worst case performance, but the 

average performance is not improved too much.  
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With the effects of changing the structure being unclear, one should still note that no 

matter how did the hyper-parameters are changed, generally MRNN does not provide 

as much profits as SRNN does. In fact, the differences in profits are obvious while 

considering their range of profits (e.g. on CADHKD, SRNN: -362 - +1321, MRNN: -

256 - +243). Therefore, from the results above, MRNN fails to improve SRNN by 

adding more hidden layers. 

 

10.1.3. Stock Price Level Prediction with MRNN and Convolutional Output Layer 

(MRNN+CNN) 

The previous section shows that the MRNN model built in this project failed to 

improve performance of the SRNN model mentioned in Section 10.1.1. In this section, 

a CNN output layer is added to the MRNN model to see whether the performance of 

MRNN can be improved. In the following sections, this model is referred as the 

MRNN+CNN model.  

 

10.1.3.1. Test Cases Information 

Information about the test cases on MRNN+CNN model are given as follows: 

• Train data size (in years, approx.)  

o CADHKD, NASDAQ: 10 years 

• Test data size: 100 days  

• Sequence length = 20 

• Number of hidden units (RNN)= {10, 20, …, 100} 

• Number of hidden layers (RNN) = {2, 4, 6, 8, 10} 

• Size of stride window (CNN) = {2, 5, 10} 

• Number of hidden units  (CNN) = {8, 16, 32, 64} 

 

10.1.3.2. Effects of Adding CNN Output Layer 

Since the main difference of the models in Sections 10.1.2 and 10.1.3 is that the latter 

adds a CNN output layer to the former one, by comparing with the results in Sections 

10.1.2.3 and 10.1.2.4 may give information on whether the CNN output layer 

improves the performances.  
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Fig. 24 Predicted profits by MRNN+CNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by number of hidden cells. 

  
Fig. 25 Predicted profits by MRNN+CNN on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by number of hidden layers. 

 

Recall that the influences of changing the number of hidden units and layers are 

obscure on CADHKD as discussed previously. This is similar for MRNN+CNN since 

there is not a clear trend observed in tables for CADHKD in both Fig. 24 and 25.  

On the other hand, considering the performances on NASDAQ, the strong positive 

correlation observed between the profits made and the numbers of hidden cells or 

units for MRNN models seems to be weakened in MRNN+CNN models. Here, it is 

difficult to decide the best numbers to be used for both CADHKD and NASDAQ.  

 

Regardless how the changes on strucure affect the performances of MRNN+CNN, it 

is notable that generally the performances improved as values of both mean, median 

and max profits increased as compared to that are made by the MRNN-only models.   

Therefore, adding a CNN output layer seems to be an improvement to MRNN.  

 

10.1.3.3. Size of Stride Window and Number of Hidden Units (CNN) 

Given with the output from RNN layer which is in the shape of a sequence, the CNN 

output layer is designed to capture some patterns in the RNN output. By capturing 
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patterns with stirde windows of different lengths, or different numbers of hidden 

units, CNN may give different performance. 

 

  
Fig. 26 Predicted profits by MRNN+CNN on CADHKD (left) and NASDAQ(right) with 

different aggregations grouped by number of stride window lengths and hidden units. 

 

 Fig. 26 gives performances of MRNN+CNN with diffenent stride window lengths 

and different number of hidden units in CNN layer. First, consider the table of 

CADHKD. Although there does not seems to be a general trend, one can examine the 

best number of units (conv_dims) for each stride window sizes. For stride windows of 

sizes 2, 5 and 10, the best numbers of units with highest mean profits are given by 8, 

32 and 32 respectively. This may suggest that more hidden units are required for 

larger stride windows for CNN layer to provide better results.  

 

However, while considering NASDAQ, this observation may not be applicable. For 

stride windows of sizes 2, 5 and 10, the best numbers of units with highest mean 

profit, as well as max profit, are given by 64, 64 and 16 respectively.  

 

This may be related to the fluctuations of stock prices within different periods (e.g. 2, 

5, 10 days). For CADHKD which is more fluctuating, there may be more different 

patterns for longer periods, so more number of units are required to do the matching 

between patterns and predictions. On the other hand, with a longer period length, it 

will have a higher chance for the sequence to be an increasing trend, thus less 

variation with longer windows. So fewer units are required for best performance.  
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10.1.3.4. Discussion 

It is observed in Section 10.1.3.2 that the CNN output layer did improve the 

performance of MRNN. With such insight, it is natural for one to consider how to 

configure the CNN layer in order to provide greater improvements. Although the 

results in Section 10.1.3.3 was not clear, it does suggest that the stride window size 

and the number of hidden units in CNN layer may be related and hence should be 

considered together.  

 

10.1.4. RNN Summary 

For the three models built with the RNN base model, it is found that the SRNN 

performed the best among all three models, with the greatest profits produced in 

average. Although MRNN was not performing well, it is found that adding a CNN 

layer could make an improvement. However, SRNN was not experimented together 

with a CNN output layer, which should be done in the future to examine whether 

CNN makes the same boosting effect to SRNN. 

 

10.2. RL Models 

While RNN models perform predictions on price levels, RL models built attempt to learn a 

best policy to reacts to different situations in the market. Since Q Learning is the learning 

algorithm chose in this project, where the learning operations depend heavily on the state 

space defined for the model, different state definitions and exploration algorithms have been 

tested, where the results will be presented in the following sections. 

 

10.2.1. QL Model 1 – Price-related States and Random Exploration 

The first Q Learning model adopts state space that is defined by partitioning the price 

state. More information is given in following sections. 

 

10.2.1.1. Test Cases Information 

The followings give information about the QL model built, including the state 

definitions, exploration algorithm and other related hyper-parameters: 

• Train data lengths (yrs): 

o CADHKD: {1, 4, 7, …, 25} 

o NASDAQ: {1, 4, 7, 10, …, 40, 43, 46} 

• Test data size: 100 days  
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• States: 

o Price-related: 100 uniform intervals from min to max price 

o Trend-related: Up, Down 

• Actions:  

o Sell/Hold/Buy 

• Q Table Shape (= #states * #actions): 

o 600 = (100*2) * 3 

• Exploration: Random action 

• Discount Factors g:  

o CADHKD: {0, 0.1, 0.2, …, 1.0} 

o NASDAQ {0, 0.2, 0.4, …, 1.0} 

• Exploration Probability h:  

o CADHKD: {0, 0.1, 0.2, …, 1.0} 

o NASDAQ {0, 0.2, 0.4,…, 1.0} 

 

10.2.1.2. Training Data Length 

  
Fig. 27 Predicted profits by QL Model 1 on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by lengths of training data. 

 

Model 1 has been tested with training data of different lengths, which is shown in Fig. 

27 For CADHKD, considering the mean profits, Model 1 is performing better with 

short data lengths (<=13 years), but the performance starts to drop with more train 

data (>=16 years). On the other hand, for NASDAQ, Model 1 provides similar 

performance for all data lengths. This is believed to be related to the definition of 

state space, which will be discussed in the discussion section of Model 1 (See Section 

10.2.1.4). 
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10.2.1.3. Empty Q Values 

 
Fig. 28 Empty Q values by QL Model 1 on CADHKD (left) and NASDAQ (right). 

 

As discussed in Section 9.3(d), the number of empty Q values is an indicator of 

degree of exploration. Fig. 28 shows the number of empty Q values produced by 

different sets of parameters, where a darker color means more Q values are unaltered, 

and a ligher color means the contrary. The correlations here is easy to observe – the 

smaller the values of  discount factors g or exploration probability h, the larger the 

number of empty Q values.  

 

10.2.1.4. Discussion 

The above results suggest that the performance is greatly influenced by the state space 

definition. First note that Model 1 defines states by partitioning the price range into 

intervals. Consider also the characteristics of the two data sets, even CADHKD shows 

more fluctuations, the variations lie in similar ranges over times, as the min and max 

prices were not changing too much. However, as NASDAQ seems to be increasing in 

one way, the max price also keeps increasing, and the price range gets larger. 

Therefore, for each iteration, states are visited repeatedly in CADHKD, but states in 

NASDAQ are only visited with few times per iteration, no matter how long the data 

set is.  

Besides, Section 10.2.1.3 suggested that low values of 𝛾 or h contributes to a larger 

number of unvisited states. In fact, the formula for updating Q values itself already 

suggested the reason:  

𝑄(𝑠Q, 𝑎Q) ← 𝑄(𝑠Q, 𝑎Q) + 	h[𝑟(𝑠Q, 𝑎Q) + 𝛾maxn 𝑄(𝑠Q<3, 𝑎) − 	𝑄(𝑠Q, 𝑎Q)] 

If the values of 𝛾 or h is small, then the latter term diminish very quickly so the 

previous price levels at each state are imposing less influence to the Q values. 
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Therefore, the Q values will become similar to each other, hindering the model from 

selecting the best actions.  

 

10.2.2. QL Model 2 – Price-related States and e-Greedy Exploration 

For Model 2, the state definition is the same as Model 1. However, the mean to 

explore the state space is changed to e-Greedy Algorithm.  

 

10.2.2.1. Test Cases Information 

The followings give information about the QL model built, including the state 

definitions, exploration algorithm and other related hyper-parameters: 

• Train data lengths (yrs): 

o CADHKD: {1, 8, 15, 22} 

o NASDAQ: {1, 8, 15, 22, …, 43} 

• Test data size: 100 days  

• States: 

o Price-related: 100 uniform intervals from min to max price 

o Change-related: Up, Down 

• Actions:  

o Sell/Hold/Buy 

• Q Table Shape (= #states * #actions): 

o 600 = (100*2) * 3 

• Exploration: e-Greedy Algorithm 

o e: {0.3, 0.6, 0.9} 

• Discount Factors g: {0.3, 0.6, 0.9} 

• Exploration Probability h: {0.3, 0.6, 0.9} 

 

10.2.2.2. Training Data Length 

Fig. 29 gives the peformance of Model 2 on CADHKD and NASDAQ with different 

lenghts of training data. The result is similar to that in Section 10.1.3 – better 

performance with around 15 years on CADHKD and similar performances on 

different lengths of NASDAQ. However, Model 2 generally gives much higher 

(about a double) profits on NASDAQ than Model 1, while slightly lower profits on 

CADHKD than Model 1. 
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Fig. 29 Predicted profits by QL Model 2 on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by lengths of training data. 

 

10.2.2.3. Empty Q Values 

Fig. 30 shows that e-Greedy Algorithms explored the state space in a different way as 

compared to choosing random actions in Model 1. The heat map of CADHKD shows 

that the large number of empty Q values only occurs with short data length. Also, the 

range of empty Q values also decreased (Model 1: 30-600; Model 2: 21-192). Even 

though the profits are not improved, the state spaces was visited more thoroughly.   

 

On the other hand, the behaviour in NASDAQ seems to be the same as in Model 1, 

which the reason may be due to the simple patterns in NASDAQ. However, 

considering the improved profits of Model 2 suggested in Section 10.2.2.2, 

exploitation on the best Q values by e-Greedy may be helpful in exploring the state 

space where revisiting is less likely.  

 
Fig. 30 Empty Q values by QL Model 2 on CADHKD (left) and NASDAQ (right). 
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10.2.2.4. e-Greedy 

  
Fig. 31 Predicted profits by QL Model 2 on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by e values. 

 

From the table of CADHKD in Fig. 31, it can be observed that profits increases with 

higher e values. Meanwhile, such trend cannot be observed for NASDAQ, same as the 

performances in Section 10.2.2.2 with different train data length. 

 

10.2.2.5. Discussion 

The profits made by Model 2 are more than that by Model 1 significantly generally 

(about a double for both CADHKD and NASDAQ).  It shows that e-Greedy does help 

to learn a policy that gives better performance by exploiting information about the best 

actions learnt on the fly.  

 

10.2.3. QL Model 3 – Indicator-related States and Random Exploration 

Instead of defining the state space by partitioning the price range, stock indicators are 

used to construct the state space and the signals given by the indicators are used to 

distinguish states between each other.  

 

10.2.3.1. Indicators 

This section gives a brief discussion on the indicators used, and the meanings of 

signals generated by the indicators. 

(a) 20-day/50-day Moving Average (MA20/MA50) 

By taking averages in a moving window, MA attempts to removes noises and give 

the direction of price changes. Therefore, MA can acts as a support or resistance 

line such that the price levels are bounded by the line which can also indicate 

where the price is going to change its movements. 

 

Meanwhile, when the price level runs over MA, i.e. a price crossover occurs, there 

is a potential change of trend in near future. 
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In Model 3, MA with two different window sizes are used – one short-term 

average (MA20) and one long-term average (MA50). The crossover of the long-

/short-term MAs are usually considered by investors since it also give signs to 

bearish (“Golden Cross”) and bullish (“Death Cross”) markets. 

 

(b) Moving Average Convergence Divergence (MACD) 

MACD considers the relationship between two MAs, which are the 12-day and 26-

day Exponential MAs (EMAs) according to common practice. The difference 

between the two MAs is compared with a signal line (usually 9-day EMA) and 

give a signal for buy or sell when MACD crosses the signal line (Crossover).  

 

(c) Relative Strength Index (RSI) 

Relative strength is calculated by dividing the average gain in a time window by 

the average loss in the same window. It measures the momentum of the price 

changes. The value of RSI ranges from 0 to 100. In usual practice, if RSI exceeds 

the value of 70 or 80, then it gives a signal of overbought which tells the price may 

drop back in the near future. On the contrary, if the value goes below 30 or 20, an 

undervalued signal is given. Therefore, in Model 3, the states corresponding to 

RSI are partitioned into ranges in 0 to 100, which informs different momentums 

and signals in each range.  

 

(d) Commodity Channel Index (CCI) 

CCI measures the variation from the mean price. It is usually considered as an 

indicator for extreme points. The calculation of CCI is designed to make 70~80% 

of its values fall into the range from -100 to +100. Going above or below this 

range gives a signal of being overbought or undervalued. Similar to RSI, in Model 

3, the range from -100 to +100 is partitioned into intervals to form a state space.    

 

(e) Bollinger Band®  (BB) 

Bollinger Band® consists of three bands – a 21-day MA as Middle Band, and two 

bands that differ by 2 SD from Middle Band as Upper Band and Lower Band. The 

trend of the stock price can be reflected by which side Middle band is close to, 

which is measured by Percent B (%B). %B as a percentage ranges from 0 to 1, 
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with 0.5 means the level of Middle Band. %B is considered as an indicator of 

uptrends or downtrends.  

 

10.2.3.2. Test Cases Information 

The following information describes the states space and parameters used for 

constructing Model 3: 

• Train data lengths (yrs): 

o CADHKD: {1, 8, 15, 22} 

o NASDAQ: {1, 8, 15, 22, …, 43} 

• Test data size: 100 days  

• States: 

o MA(20/50) Change: Up/Down 

o Long-/Short-term MA Crossovers: MA20>MA50 or MA20<MA50 

o MA(20/50)-Price Crossovers: MA>Price or MA<Price 

o MACD Change: Up/Down 

o MACD-Price Crossovers: MACD>0 or MACD<0 

o RSI Level: {(≤0),[20,40], …,[80,100], (≥100)} (6 states) 

o CCI Level: {(≤-100),[-100,-80], …,[80,100], (≥100)} (12 states) 

o %B: {(≤0),[0.2,0.4], …,[0.8,1], (≥1)} (6 states)  

• Q Table size: 165888 

• Actions:  

o Sell/Hold/Buy 

• Q Table Shape (= #states * #actions): 

o 600 = (100*2) * 3 

• Exploration: e-Greedy Algorithm 

• Discount Factors g: {0.3, 0.6, 0.9} 

• Exploration Probability h: {0.3, 0.6, 0.9} 

 

10.2.3.3. Training Data Length 

The table on the left in Fig. 32 points to similar conclustion as in Section 10.2.1.2 and 

10.2.2.2 that the performance on CADHKD is the best with about 15 years of training 

data. However, one should note that this time all the mean profits are negative, which 

shows that the states spaces is not applicable to CADHKD.  
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Fig. 32 Predicted profits by QL Model 3 on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by lengths of training data. 

 

Meanwhile, different to the conclusion in Section 10.2.1.2 and 10.2.2.2, the 

performance on NASDAQ shows variations that the performance is better with shorter 

length of training data. However, same as the profits on CADHKD, generally the 

profits dropped as compared to Model 1 and 2.  

 

10.2.3.4. Empty Q values 

Fig. 33 shows the empty Q values of Model 3 after training. Considering the entire 

space size is 165888, Fig. 34 suggests that Model 3 fails to make enough exploration 

to the entire state space. 

  
Fig. 33 Empty Q values by QL Model 3 on CADHKD (left) and NASDAQ(right)  

with different aggregations grouped by values of g and h. 

 

10.2.3.5. Discussion 

Since Model 3 is having a poorer performance with lower profits and more unexplored 

states, it can be concluded that the state space definition is not desirable. However, it 

does show that it is possible for a suitable definition, QL models can still learn stock 

data with simple patterns like NASDAQ (See Section 10.2.3.3).  
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10.2.4. RL Summary 

The definition of state space greatly influences the performance of RL models.  Model 

1 adopts a state space that is simply defined by partitioning between the min and max 

price in training set. The performance of Model 1 on NASDAQ (See Section 10.2.1.2) 

reveals the risk of such definition – train data that mainly in one direction leads to 

insufficient exploration on the state space. Even though there seems to be a higher 

degree of exploration on CADHKD by Model 1, the performance is worse than that 

achieved by SRNN. 

 

Model 2 shows that a better exploration algorithm can improve the performance of Q 

Learning model, even the state space is not well-designed. Model 3 attempts to modify 

the state definition, but the result is not desirable. Therefore, one can see that the state 

definition impose great influence on the performance, and more researches should be 

made on how to define the state space in the future.  

 

10.3. DRL Models 

Models in Section 10.2 shows that the state spaces should be defined delicately in order to 

give good performance. Therefore, instead of using a Q table, DRL models capture the state 

space with a deep neural network, the model is then expected to learn the best policy in the 

network. In the following sections, the performance of DQN and DDQN models will be 

discussed. 

 

10.3.1. Deep Q Network (DQN) Model 

DQN represents the state space with a deep neural network. In this project, it is 

designed to be a dense layer. The following experiments include testing on the 

structure of the dense layer, and other hyper-parameters on training procedures and 

data: 

10.3.1.1. Test Cases Information 

The DQN model developed was tested with different lengths of training data, and was 

tested with different structures of the dense layer: 

• Train data lengths (yrs): 

o CADHKD: {1, 8, 15, 22} 

o NASDAQ: {1, 8, 15, 22, …, 43} 

• Test data size: 100 days  
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• Signals: 

o MA(20/50) Change: Up/Down 

o Long-/Short-term MA Crossovers: MA20>MA50 or MA20<MA50 

o MA(20/50)-Price Crossovers: MA>Price or MA<Price 

o MACD Change: Up/Down 

o MACD-Price Crossovers: MACD>0 or MACD<0 

o RSI Level: {(≤0),[20,40], …,[80,100], (≥100)} (6 signals) 

o CCI Level: {(≤-100),[-100,-80], …,[80,100], (≥100)} (12 signals) 

o %B: {(≤0),[0.2,0.4], …,[0.8,1], (≥1)} (6 signals)  

• Actions:  

o Sell/Hold/Buy 

• Exploration: e-Greedy Algorithm 

• DQN Hidden Units: {5, 10, 15, 20, 25, 30}  

 

10.3.1.2. Training Data Length 

 
Fig. 34 Predicted profits by DQN on CADHKD (left) and NASDAQ(right) 

with different aggregations grouped by lengths of training data. 

 

The influence of training data on DQN model can be observed from its performance 

on CADHKD which is shown in Fig. 34. The performance is better with training data 

of 8 years. However, there is not a clear trend for profits on NASDAQ. 

 

Besides, comparing to QL Model 1 (See Section. 10.2.1.2), DQN has a similar 

performance on NASDAQ (on mean profits, Model 1: ~700, DQN: ~500-700), but 

DQN greatly improved from Model 1 on NASDAQ (on mean profits: Model 1: ~1-

140, DQN: ~140-1000). DQN also performs better than Model 2 (See Section. 

10.2.2.2) on CADHKD (on mean profits: Model 2: ~10-340, DQN: ~140-1000), but 
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worse than Model 2 on NASDAQ (on mean profits: Model 2: ~1500, DQN: ~140-

1000). Generally, DQN performs better on CADHKD. 

 

10.3.1.3. Number of Hidden Units (DQN) 

  
Fig. 35 Predicted profits by DQN on CADHKD (left) and NASDAQ(right) 

with different aggregations grouped by number of hidden units. 

 

From Fig. 35, it is hard to observe a strong correlation between the number of hidden 

units and the profits made on CADHKD. For NASDAQ, the correlation is weak but 

still observable.  

 

10.3.1.4. Discussion 

Tables in section 10.3.1.2 and 10.3.1.3 both shows that DQN works better than QL 

Model 1 and 2 on CADHKD. Therefore, for trading with a more fluctuating stock, 

DQN may be more preferable than QL models. It shows the potential of DQN model 

which is worthwhile for further researches. However, on NASDAQ, even DQN works 

better than Model 1, Model 2 already provides better performance by a fix of e-

Greedy Algorithm.  

 

10.3.2. Double Deep Q Network (DDQN) Model 

DDQN also uses a deep neural network to represent the state space. Unlike the DQN 

model in Section 10.3.1, DDQN uses two DQNs in the learning phase.  

 

10.3.2.1. Test Cases Information 

The information of experiments on DDQN model is given as followings: 

• Train data lengths (yrs): 

o CADHKD: {1, 8, 15, 22} 

o NASDAQ: {1, 8, 15, 22, …, 43} 

• Test data size: 100 days  
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• Signals: 

o MA(20/50) Change: Up/Down 

o Long-/Short-term MA Crossovers: MA20>MA50 or MA20<MA50 

o MA(20/50)-Price Crossovers: MA>Price or MA<Price 

o MACD Change: Up/Down 

o MACD-Price Crossovers: MACD>0 or MACD<0 

o RSI Level: {(≤0),[20,40], …,[80,100], (≥100)} (6 signals) 

o CCI Level: {(≤-100),[-100,-80], …,[80,100], (≥100)} (12 signals) 

o %B: {(≤0),[0.2,0.4], …,[0.8,1], (≥1)} (6 signals)  

• Actions:  

o Sell/Hold/Buy 

• Exploration: e-Greedy Algorithm 

• DQN Hidden Units: {10,  20, 30}  

• Training Batch Size: {10, 50, 200} 

 

10.3.2.2. Training Data Length 

Fig. 36 shows the performances of DDQN with different lengths of training data. 

Unfortunately, it seems that there is no strong correlation between the two observed 

from both tables of CADHKD and NASDAQ. 

 
Fig. 36 Predicted profits by DDQN on CADHKD (left) and NASDAQ(right) 

with different aggregations grouped by training data length. 

 

10.3.2.3. Number of Hidden Units 

  
Fig. 37 Predicted profits by DDQN on CADHKD (left) and NASDAQ(right) 

with different aggregations grouped by number of hidden units. 
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According to Fig. 37, more profits are given on CADHKD by more hidden units. 

However, changing the number of hidden units does not change the profits made on 

NASDAQ too much.  

 

10.3.2.4. Number of Learning Batch Size 

In DDQN model, the learning procedures are controlled by memory replay. In each 

replay, a small batch of memories is sampled from the whole memory bank. The 

following studies whether the batch size affects the performance of learning. 

Nonetheless, from Fig. 38, since the profits are not variating obviously, the effect of 

changing the batch size seems to be insignificant.  

 

  
Fig. 38 Predicted profits by DDQN on CADHKD (left) and NASDAQ(right) 

with different aggregations grouped by batch size. 

 

10.3.2.5. Discussion 

From the experiment results above, it is difficult to conclude that what are the factors 

that affect the performance of DDQN model. Meanwhile, compared with the 

experiment results of DQN model, DDQN is outperformed by DQN model that 

DDQN generally makes less profit.  

 

Created by the DeepMind team, DDQN was designed for playing Atari games, which 

is an application that has little intersection with time series nor trading. Therefore, in 

order to make DDQN to produce good performance, more adjustments should be 

made to the model. More studies should be made on DDQN models. 

 

10.3.3. DQN Summary 

Although DDQN is considered as an enhancement to DQN, DDQN fails to improve 

the performance of DDQN. In fact, SRNN and QL Model 1 and 2 also perform better 

than DDQN.  
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On the other hand, even not performing as well as SRNN and QL Model 2, DQN 

shows better performance than QL Model 1. Also, according to Section 10.3.1.2, since 

DQN is showing better performance on CADHKD, using a deep NN might be better 

to capture the state space in a more fluctuating market.  

 

10.4. Summary on Experiment Results 

The experiments above aim at discovering the factors that affect the performances of models. 

The following summarizes some key findings from the above sections. 

 

For RNN models, it is observed that the performance is greatly influenced by the training 

data set. However, in RL and DRL models, such influence is weaker than that on RNN 

models.  

 

Besides, generally RNN models, especially SRNN and MRNN+CNN, perform better then 

RL and DRL models. RL and DRL models are not performing well since the performances 

were restricted by the state space definition. DQN shows that with a better way to capture the 

state space, the performances can be improved. Also, with a better way to explore the state 

space, for example using e-Greedy Algorithm, the performance could also be improved.  

 

Even though the above experiments may suggest ways to improve the models, it is still 

difficult to determine whether the models can be used in practice. In Section 11, some test 

cases were designed to create possible situations in real market, and the performances of 

models will be tested.  

11. Experiment Results – Test Cases 

In order to test whether the models are practicable for real-life trading, some test cases were 

designed to simulate different situations in real market. According to the performances of 

models at each situation, one may be able to determine which model to use given with a 

situation.  

 

11.1. Model Specification 

Unlike experiments in Section 10, for the coming experiments, it is attempted to design the 

“best” models by utilizing the information given in previous sections. The following gives 

the information of the model used. 
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Models Specification 

SRNN Sequence length: 15; Hidden units: 45 

MRNN Sequence length: 15; Hidden units: 45; Layers: 3;  

MRNN+CNN Sequence length: 15; RNN hidden units: 45; RNN Layers: 3; 

CNN hidden units: 16 

QL Model 1 States: Price; Exploration: Random; g: 0.9; h: 0.9 

QL Model 2 States: Price; Exploration: e-Greedy; g: 0.9; h: 0.9; e: 0.6 

QL Model 3 States: Indicators; Exploration: e-Greedy; g: 0.9; h: 0.9; e: 0.6; 

DQN States: Indicators; Exploration: e-Greedy; Hidden units: 128; 

DDQN States: Indicators; Exploration: e-Greedy;  

Hidden units: 128; Batch size: 100; 

Table 3 Specifications of models designed for case tests. 

 

11.2. Test Results 

6 cases have been designed to capture different situations (See Section 7.3). The following 

gives the profits made by each model at different cases. 

Case SRNN MRNN MRNN 

+CNN 

QL 

M1 

QL 

M2 

QL 

M3 

DQN DDQN Max 

C1 258.1 129.0 -40.5 14.0 -87.0 81.9 -67.2 9.7 1465.3 

C2 2047.8 1507.6 100.8 296.7 -149.9 -72.2 282.1 175.0 2580.6 

C3 3018.1 2601.7 0.00 324.5 98.4 438.5 348.9 53.9 4712.6 

C4 1000.3 1000.3 261.4 324.5 125.5 313.4 224.8 0.00 4075.5 

C5 0.00 28.0 460.7 -437.7 463.7 314.8 328.4 781.9 2951.4 

C6 -720.4 1571.0 -775.7 -484.6 -702.7 106.1 -20.9 -477.3 2650.0 

Table 4 Profits of models in 6 test cases  

(Bold: Highest profit per case; Green: Positive profit; Red: Negative Profit). 

 
Case 1 and Case 2 are designed by choosing test data that is within the range of train data. 

Also, the train data and test data does not appear with some specific trend and includes as 

much features as possible (See Section 7.3). Therefore, it is expected that the features in 

training data is imposing the minimum effects to the learning results. For both Cases 1 and 2, 

SRNN achieved the best profits. However, for case 1, all of the models could only product at 

most 17.6% of the max possible profit. In case 2, SRNN and MRNN achieved profits which 



 62 

are 79.3% and 58.2% of max profit, while the profits from other models are less than about 

11.5% of the max profit.  

 

For Case 3, the train data is an uptrend which stops at the global max and the test data is a 

downtrend immediately afterwards. Meanwhile, for Case 4, the train data is an downtrend 

which stops at the global min and the test data is a uptrend immediately afterwards. These 

two cases are designed to be challenges to the models since the test data do not follow the 

main trend in train data. However, it is unanticipated that there no loss made among all 

models. SRNN is the best for Case 3 and gives a profit of 64.0% of the max profit. 

Meanwhile, SRNN and MRNN give the best profit in Case 4. However, generally all models 

give less profit in Case 4 than Case 3. It may be more difficult to predict an uptrend from a 

downtrend.  

 

Case 5 and 6 are designed to be cases opposite to Case 3 and Case 4. In Case 5, there is an 

uptrend all the way from the train data and test data. Case 6 describes a downtrend from train 

data to test data instead. These two cases, on the contrary to Case 3 and Case 4, are designed 

to be the easy cases since the test data follows the trend of train data. Nonetheless, most of 

the models are not performing well unexpectedly. 

 

For Case 5, DDQN gives the best profit which is about 26% of the max profit. However, at 

the same time, compared with Case 3 which the train data is also an uptrend, most of the 

models give less profits, where the performance of SRNN declined the most. Situation for 

Case 6 is similar when compared to Case 4 that almost all models give worse performance, 

except MRNN which give the best profit of 59.2% of the max profit at the same time.  

 

11.3. Discussion 

The result above give an unanticipated result that the main trend of train data is not the most 

influential factor to the performance of models. Even though test data are not following the 

main trend in Case 3 and 4, the models are providing good performances generally. On the 

contrary, models are not performing as expected in Case 5 and 6 even though the test data 

follows the main trends. Considering all the cases together, one can conclude that the models 

fail easily if the test data is out of the range of the train data.  
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Besides, SRNN provides the best performance for Case 1 to Case 4, which are the cases that 

have the test data within the range of train data. Therefore, SRNN requires the future prices 

to be inside the range of historical data for good performances. Otherwise, the performance 

of SRNN significantly drops. In this situation, MRNN may be a good substation since it is 

giving positive profits in both Cases 5 and 6. However, DDQN is also one of the potential 

candidates which is the best for Case 5. Moreover, since QL Model 3 and DQN model are 

generally giving profits that are about 10% of the maximum, and little losses sometimes, 

more study should be made to exploit their potential.  

 

12. Conclusion 

In this project, 3 types of models have been built for the purpose of algorithmic trading – 

namely RNN, RL and DRL models. In Section 10, experiments have been conducted with the 

models to find out the factors that affect their performances, hence finding out ways to 

improve their performances. In Section 11, the models were tested against test cases which 

simulate different situations in real market. It is discovered that SRNN excels in most of the 

test cases. However, when future price levels go beyond the range of historical data, SRNN 

fails to produce accurate predictions. MRNN and DDQN is then the candidates of 

substitutions in such situations. Nonetheless, more researches should be done in order to 

ensure the models to be applicable in real trading market. For example, making enhancement 

of RNN models by adding neural networks other than a simple CNN output layer, or the 

study of state definitions for RL models. Although unfortunately this project fails to create a 

promising model, it does give information about the factors that affect the performances and 

give insights to improve each of the models being studied.  
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